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Mr. Frank Snow, Code 410.0

THEMIS Mission Manager

Goddard Space Flight Center

Greenbelt, MD. 20771

Subject: THEMIS Monthly Technical Report 

Dear Frank,

Enclosed is a copy of the monthly technical report for the THEMIS project. Copies have been distributed as itemized below.

Additional details on the status of the program are available at any time at the THEMIS ftp site:

ftp://apollo.ssl.berkeley.edu/pub/THEMIS/1.1%20Management/REPORTS/

If you have any questions, please don’t hesitate to call.

Sincerely,

Peter R. Harvey

THEMIS Project Manager

University of California, Berkeley

Cc: 
Michael P. Riley, Contractor Officer, Code 210S
Technical Information Services Branch, Code 239
Dr. Vassilis Angelopoulos, Principal Investigator

Dr. David Sibeck, Project Scientist, Code 696

1. Summary Status and Accomplishments

1.1 Mission Management

Written by Peter R. Harvey

During the period, the project completed all activities in preparation for shipment to Florida. The probes are on schedule for a Feb 15th launch.

1.2 System Engineering

1.2.1. Requirements and Verification – 

A successful PSR Telecon was held late in the last period immediately prior to the Probes being packed up and shipped to Florida for Launch Site Processing.  All RFAs have been submitted.  

The MRD Verification Matrix, MRD Rev J.1, was updated for the PSR Telecon.  Less than 2% verification activities remain to be done, all of which are scheduled to happen at the Launch Site.  

1.2.2. Integration and Test

All planned Environmental Test activities have been completed.  All Probes and equipment have been shipped to the Launch Site after successful Performance Tests at JPL.  

Launch Site activities have been finalized.  

1.2.3. Resource Budgets – 

Power and Mass budgets are no longer continually tracked.  Heater power from the TV correlated model is currently being reviewed by Swales and input into worst-case power analyses. 

1.2.4. Reliability, Safety and Risk – 

· Risk: Swales and UCB risks continue to be tracked.  Contingency plans are being discussed between the engineering team and flight operations team and will be fully documented in the next period.

· Safety: Safety issues continue to be actively worked with Safety Working Groups (SWG) Meetings.  

· Reliability: All Probes ran a 96 hour orbit simulation in the last period to meet a failure free GEVS guideline of 350 hours. 

1.2.5. Engineering and System Change Notices (ECRs and SCNs) – 

· No SCNs or ECNs were initiated in the last period.

1.2.6. Problem Failure Reports (PFRs) – 

· One significant PFR was closed in the last period.  All re-work and re-test activities in association with PFR 181 (backwards tantalum capacitors on the EFI Pre-Amps) were completed.  Recovery included: removal of all EFI units (SPBs Space Segment Development

3  Integration and Test / JPL 

Written by Rick Sterling

During the period, the major activity was to replace the EFI units on the probes.
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4  Ground Segment Development

4.1 Mission Operations Development
Written by Manfred Bester

4.1.1. General Operations

The THEMIS Flight Operations Review (FOR) was successfully completed at UCB on October 4/5, 2006.

4.1.2. Mission Design & Maneuver Planning

Due to the launch slips from October 19, 2006 to eventually February 15, 2007 the mission design had to be changed to allow for a coast phase during the summer of 2007 and a delayed ascent to the mission orbits in fall of 2007. A launch window analysis for the new launch date and following two months was completed. Revised trajectory requests were submitted to KSC and Boeing. Boeing in turn provided a new launch trajectory that is now used as a starting point to fine tune the mission design. Scenarios for all maneuver types were developed and tested on FlatSat and on the Flight Probes. Further simulations are ongoing as part of Mission Readiness Testing.

4.1.3. Orbit and Attitude Determination
Development, testing and integration of the MSASS attitude determination software were completed. Tests are ongoing as part of Mission Readiness Testing, both with FAST as a mission of opportunity and with THEMIS FlatSat. 

Orbit determination exercises with FAST as mission of opportunity are currently ongoing. Two-way Doppler tracking data are collected from all THEMIS ground stations (Berkeley, CA; Wallops Island, VA; Merritt Island, FL; Santiago, Chile; Hartebeesthoek, South Africa) and from the Alaska Ground Station at Poker Flat to certify the ground stations and the orbit determination process at UCB.

4.1.4. Ground System Development

The THEMIS ground system implementation is nearly complete. The team is currently testing ITOS configurations, pages and procs, as well as tools for generating and/or updating flight tables. Several rounds of end-to-end data flows and mission readiness tests with all ground systems elements including NASA/GN sites and the Space Network have been successfully completed.

4.1.5. Mission Operations Planning
A detailed timeline for launch and early orbit operations of the first 14 days of the mission was developed and is currently refined. Activities include launch countdown, launch, early orbit Probe checkout, initial attitude maneuvers and instrument commissioning.

4.1.6. Berkeley Ground Station

All required hardware and software upgrades for the Berkeley Ground Station are completed. Mission Readiness Testing with the MOC is ongoing.

4.1.7. Mission Readiness Testing

Mission Readiness Testing is continuing with 86% of the tests successfully completed. Detailed plans for operational readiness testing, launch simulations and green card exercises are currently developed.

4.1.8. Documentation
Drafts of operations plans, procedures and interface control documents were developed, and are presently reviewed.

4.1.9. Personnel Staffing and Training
The Flight Operations Team (FOT) has nine members who supported all Mission Integration and Testing activities at UCB and JPL. Most of the FOT classroom training sessions were completed.

4.2 Ground Based Observatories

Written by Stu Harris

4.2.1. GBO Operating Status Summary
As of this date, there are 19 GBO stations deployed in Canada and Alaska.   The following table shows the current status of all sites, including those ready for deployment.  The station at Nain is not scheduled for deployment until early 2007.
	Ground Based Observatories – Current Status Field Sites

	GBO Unit #
	Located Where?
	Status

	GB0#02
	Athabasca
	Operating normally

	GB0#03
	Prince George
	Down1

	GB0#04
	Ekati Diamond Mine
	Operating normally

	GB0#06
	The Pas
	Operating normally

	GB0#07
	Whitehorse
	Operating normally

	GB0#08
	Inuvik
	Modified operation2

	GB0#09
	Rankin Inlet
	Limited operation3

	GB0#10
	Fort Smith
	Operating normally

	GB0#11
	McGrath
	Operating normally

	GB0#12
	Fort Yukon
	Operating normally

	GB0#13
	Univ. of Calgary
	Destined for Nain

	GB0#14
	Goose Bay
	Partial operation4

	GB0#15
	Kapuskasing
	Operating normally

	GB0#16
	Pinawa
	Operating normally

	GB0#17
	Chibougamau
	Operating normally

	GB0#18
	Gakona
	Operating normally

	GB0#19
	Gillam
	Operating normally

	GB0#20
	Kiana
	Operating normally

	GB0#21
	Ft. Simpson
	Operating normally

	GB0#22
	Sanikiluaq
	Operating normally


Notes on GBO Status

1.
At Prince George, we’ve recently learned that the power supply for the system computer has also failed, so this site is down until repairs can be made.  This will likely take place in January, 2007.

2.
At Inuvik, Rankin and Goose Bay, we are experiencing RF interference problems that cause problems with the ASI USB interface.  Based on tests at Inuvik during November, we have verified that the ASI data interface is susceptible to radiated emissions, and we are taking steps to mitigate the problem.  At Inuvik, the source of interference is an ionospheric sounder that performs an RF sweep on a 5 minute cadence.  We are able to avoid the interference problem by skipping two images during this transmission.  This results in the Inuvik ASI missing 2 images out of every 100 taken during a 5 minute interval.  Otherwise, Inuvik is fully operational.

3.
The ASI at Rankin Inlet just recently (11/28) started experiencing problems similar to what we’ve seen at Goose Bay, where the GBO is also co-located with a SuperDARN radar system.  ASI operation has been curtailed at Rankin until we find a solution to the interference problem.

4.
As at Rankin, ASI operation is curtailed at Goose Bay, although we are still able to collect magnetometer data at this site.

4.2.2. Deployment Activities

During this period the GBO at Ft. Simpson was deployed, as shown in Figure 1.  In addition, UCB sent personnel to Kapuskasing to replace the ASI, which was suspected to have failed.  This is discussed later in this report.
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Figure 1: GBO Site at Ft. Simpson, Northwest Territories, Canada.  In the foreground is the tripod holding the ASI, GPS antenna, and Iridium antenna.  The orange OSE Enclosure is visible in the background.

University of Calgary personnel also visited Inuvik during November to replace the satellite Internet system.  Having completed this upgrade at Inuvik, only one site, at Gillam, is now using the soon to be obsolete HSi systems that need to be replaced with HSe systems.

At Ft. Smith, the GBO had been turned off, as reported last month, because of thermal problems.  With the advent of cold weather, the custodian at Ft. Smith was able to restart the system, in spite of a UPS with dead batteries, and bring that GBO back on line.


4.2.3. Unit Construction Status

Construction and test activities here at UCB are now limited to those needed to support field activities.  All GBO units have now been constructed, tested and shipped.  

4.2.4. Engineering Activities

The RF interference problems we are experiencing at Goose Bay, Rankin and Inuvik are the most troubling.  We have GBOs co-located with a variety of ionospheric sounding systems, at Rankin, Inuvik, Kapuskasing and Goose Bay.  Interestingly, the GBO located at Kapuskasing operates with no problem whatsoever.  Recent testing at Inuvik indicates that the source of interference is likely to be radiated emissions that induce interference in the ASI data interface, which consists of a 100 ft. CAT-5 cable.  Additional shielding of this cable, and other elements in the data chain did not help, so we are now investigating grounding issues and whether shortening of the data cable may help.  We will be performing tests at Goose Bay, working with the local GBO custodian.

During November the ASI and associated cables at Kapuskasing were replaced.  It was previously suspected that lightning may have caused the problems we were experiencing with the ASI.  Upon inspection of the returned camera, however, it was determined that water intrusion in the ASI power cable connector was the culprit.  Even though the connector is a waterproof design, a number of factors, including poor installation, caused the issue.  This is detailed in a Problem Report, GBO_PFR024.

4.2.5. Planned Activities for Next Period

During winter it’s often difficult to visit GBO sites.  Nonetheless, in December the HSi satellite Internet system at Gillam will be upgraded to the newer HSe system.  This work is being done by a contractor who drives to Gillam from Thompson, a distance of 200 miles on an unpaved roadway. 

To wrap up the GBO development effort, the documentation needed for maintaining and monitoring the network will be completed..

5 Education and Public Outreach

Respectfully Submitted,  

THEMIS E/PO scientists Nahide Craig, Laura Peticolas

5.1 Formal Education
5.1.1. GEONS Program 

The THEMIS GEONS 2 day workshop location during the NSTA (March 30-April 2) are established. We sent a letter of support to all 10 GEONS schools’  principles for their support of release of their teachers.  The workshop agenda is being developed.

Magnetometer Monitoring: Kathryn Rowe, a Jr. Development Engineer at UCLA

IGPP is providing weekly performance report of the EPO magnetometers. We are also receiving reports of the failures and communicating with the related schools.

5.2 Informal Education

N. Craig met with John Stoke of STScI, and worked on timelines and plans of the  ViewSpace program that will be developed on THEMIS Mission. Mid_January will be the release date of the final draft. L. Peticolas wrote a draft text for the program. Dr. H. Frey contributed an allsky movie of aurora for the program..

5.2.1. THEMIS E/PO Webpage
We continue updating the E/PO site News and Events and The Gallery section with recent movies and images as the project is progressing. http://cse.ssl.berkeley.edu/themis.newsandevents,

http://ds9.ssl.berkeley.edu/themis/gallery.html
5.2.2. Public Outreach with OPA: 

We are participating on the telecons with the PI, PM and NASA PR group, Rani Grant - Cynthia O’Connor.  The NASA THEMIS Website issues are worked out. 

Instrument write ups are finished and reviewed by all concerned for the Press Kit.

http://www.nasa.gov/mission_pages/themis/main/index.html
We received the  hard copies of the NASA facts and the THEMIS Lithos from GSFC.

Cross cutting:

Presentations: N. Craig presented THEMIS E/PO to NASA visitors on  Nov 7.

L. Peticolas presented the THEMIS E/PO to the THEMIS SWG on Nov 15. 

6 Problems

New Problems / Problem Avoidance
None

Outstanding Problems

None

Resolved Problems

EFI Capacitors were replaced.

7 Performance Assurance

No report this month.

8 IV&V

Written by David A. King

8.1 BUS Avionics Flight Software

Build 3.19 of the BAU FSW has been installed on all Probes. A new version of ITOS

has been delivered to UCB. It has been tested at UCB and installed into use. 

Hammers and Swales personnel continue to support IV&V requests for artifacts or answers to questions. The remaining TIM's are being worked in a team effort with

IV&V, GSFC, Hammers and UCB.

8.2  Instrument Data Processing Unit Flight Software

UCB Themis personnel continue to support weekly meetings and continue to respond to TIM's written by IV&V by priority. There are currently no open TIM's.

8.3  Ground Based Software

The following draft Mission Operations documents have been delivered to IV&V: Ground System ICD, Mission Operations Plan, Flight Operations Plan and the Flight Operations Procedures.

9 Safety

Written by David A. King

9.1  System Safety Program Plan
The revision to the SSPP has been completed and has been delivered to GSFC Explorers.
9.2  Final MSPSP and Hazard Reports

The Final MSPSP and Hazard Reports have been approved by GSFC, KSC and the Range.

9.3  Final EWR127-1 Tailoring

The Final EWR127-1 Tailoring has been approved by GSFC, KSC and the Range.

9.4  Verification Test Log (VTL)

A revised VTL has been distributed and work is continuing to close the remaining items.
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